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● Three scalars determine what a GVF is about: γ, π, and c.

● We define each question-parameter using a set of weights the agent can 
learn.

● Weights are learned by MGD: construct a gradient of the agent’s TD error 
WRT the meta-parameters that specify what a GVF is about.
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● We provide an example where 
learned GVFs are used directly as 
inputs to a control agent.

● We enabled an agent to 
independently choose what to 
predict through meta-gradient 
descent.

● An agent was able to choose 
predictions necessary to solve a 
POMDP without human direction, 
achieving performance comparable 
to an oracle agent.

Experimental setup Lessons learned
● Can an agent learn what predictions are 

necessary in order to solve a POMDP?

● Two baselines: agent with oracle, agent 
using environment observations alone.

● Over 30 independent trials, an agent 
using MGD can achieve performance 
almost equivalent to oracle.

● A growing collection of work in Reinforcement Learning expresses an 
agent’s knowledge of the world as a collection of predictions of future 
sensations—predictions expressed as General Value Functions (GVFs)

● Deciding what to predict is a challenge; predictions are often chosen by 
human designers.

●  What if the agent could choose what to predict via Meta Gradient Descent 
(MGD)? 

Introduction

Learning what to predict
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